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 Our CNN model is trained for crowd scenes by a switchable learning process with 

two learning objectives, crowd density maps and crowd counts.

 The two different but related objectives can alternatively assist each other to obtain 

better local optima.

 Euclidean distance is adopted in these two objective losses. 

 To the best of our knowledge, the largest dataset for evaluating crowd counting 

algorithms. 103 scenes are treated as training and validation sets. The test set 

has 5 one-hour long video sequences from 5 different unseen scenes.

 Develop effective features to describe crowd. Previous works used general hand-

crafted features, which have low representation capability for crowd. 

 Without additional training data, the model trained in one specific scene has 

difficulty being used for other scenes.

 Foreground segmentation is indispensable for crowd counting.

 Existing datasets are not sufficient to evaluate cross-scene counting research.

 In order to bridge the distribution 

gap between the training and test 

scenes, we design a nonparametric 

fine-tuning scheme to adapt our pre-

trained CNN model to unseen target 

scenes.

 Given a target video from the 

unseen scenes, samples with 

similar properties from the training 

scenes are retrieved and added to 

training data to fine-tune the crowd 

CNN model.

 The retrieval task consists of two 

steps, candidate scenes retrieval 

and local patch retrieval.
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 WorldExpo’10 dataset  USCD dataset

 Switching training scheme vs. 

Joint training scheme

 Crowd CNN model is trained for crowd scenes by a switchable learning process. 

 The target scenes require no extra labels in our framework for counting.

 The framework does not rely on foreground segmentation results.

 A new dataset is introduced for evaluating cross-scene crowd counting methods.

 The crowd density map is created by the 

combination of several distributions with 

perspective normalization.

 The total crowd number in a selected training 

patch is calculated through integration over 

the density map


